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Introduction  
The European Union's (“EU”) Artificial Intelligence (“AI”) Act (the “EU AI Act”) represents a landmark 

piece of legislation, designed to navigate the complex terrain of AI development and deployment within 

the internal market. At its core, the EU AI Act aims to promote the uptake of human-centric and 

trustworthy artificial intelligence, while safeguarding fundamental rights and ensuring a high level of 

protection against the potential harmful effects of AI systems.  

https://www.linkedin.com/in/benedikt-kohn/


 

2 
 

 

    © 2024 AI & Partners B.V.. All Rights Reserved 

   Navigating Compliance: The AI Office's Supervisory Role Over General-Purpose AI Models 

 

The EU AI Act introduces harmonized rules for AI systems, including AI models that display significant 

generality and are capable of competently performing a wide range of distinct tasks (“general-purpose 

AI models”), setting out specific requirements and obligations for their providers. Central to the 

enforcement of these standards is the AI Office, tasked with a critical supervisory role. The Office's 

responsibilities encompass monitoring the compliance of general-purpose AI models, ensuring they 

adhere to the EU's stringent safety, transparency, and accountability standards.  

Through this oversight, the AI Office plays a pivotal role in fostering innovation within a secure and 

ethical framework, ensuring that AI technologies contribute positively to society and the economy. The 

introduction of the EU AI Act, therefore, marks a significant step towards achieving a balanced approach 

to AI governance, where innovation thrives alongside robust protection for individuals and communities 

across the EU. 

Understanding the EU AI Act 
The EU AI Act is a pioneering legislative framework designed to regulate the development, deployment, 

and use of AI systems within the EU. Its primary objectives are to foster innovation in the AI sector, 

ensure the safety and compliance of AI systems, and protect fundamental rights and environmental 

standards. The EU AI Act introduces harmonized rules for AI systems, including specific provisions for 

general-purpose AI models, which are increasingly integral to various applications across industries. 

The EU AI Act emphasizes the importance of human-centric and trustworthy AI, aiming to mitigate the 

risks associated with AI technologies while supporting their innovative potential. For general-purpose 

AI models, which form the backbone of numerous AI applications, the Act sets out obligations for 

providers to ensure these models are safe, transparent, and compliant with EU standards. This includes 

requirements for technical documentation, risk assessment, and post-market monitoring to ensure 

ongoing compliance. 

By establishing a comprehensive regulatory environment, the EU AI Act seeks to create a balanced 

ecosystem where AI can thrive in a manner that is safe, ethical, and aligned with EU values. The Act's 

focus on general-purpose AI models underscores the EU's commitment to leading in the responsible 

development and use of AI technologies, ensuring they contribute positively to society and the economy 

while safeguarding against potential harms. 

The AI Office: Guardian of Compliance 
The establishment of the AI Office under the EU AI Act marks a significant stride towards ensuring the 

compliance and safety of artificial intelligence within the European Union. Tasked with a pivotal role, 

the AI Office oversees the adherence of general-purpose AI models, especially those identified with 

systemic risk, to the stringent standards set forth by the Act. Its responsibilities extend across a broad 

spectrum, from the meticulous review of technical documentation to the vigilant monitoring of incident 

reporting and the enforcement of robust cybersecurity measures. 
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Providers of these high-risk AI models are mandated to conduct and document model evaluations, 

including adversarial testing, to identify and mitigate any systemic risks. They must also promptly report 

serious incidents to the AI Office, ensuring an adequate level of cybersecurity protection for both the AI 

model and its infrastructure. Furthermore, the AI Office encourages the development of codes of 

practice to guide providers in achieving compliance, demonstrating the Office's commitment to 

fostering a collaborative environment for the safe and responsible development of AI technologies. 

In essence, the AI Office functions as the guardian of compliance, wielding the authority to request 

documentation, conduct evaluations, and mandate corrective measures as necessary. This ensures that 

general-purpose AI models not only contribute positively to the European digital market but do so in a 

manner that is safe, transparent, and aligned with EU values. 

Compliance Monitoring Mechanisms 
In ensuring compliance with the EU AI Act, the AI Office employs a multifaceted approach to monitor 

general-purpose AI models. Central to this process is the rigorous review of technical documentation, 

which providers are obligated to maintain and update. This documentation encompasses detailed 

descriptions of the AI model, including its design, development process, and the data used for training, 

testing, and validation. Furthermore, providers must perform model evaluations in line with state-of-

the-art protocols, including adversarial testing, to identify and mitigate systemic risks. 

The AI Office also oversees a structured process for the reporting of serious incidents. Providers are 

required to document and report any significant incidents without undue delay, ensuring that potential 

risks are promptly addressed. 

Additionally, until European harmonised standards are published, providers may rely on codes of 

practice to demonstrate compliance with the obligations set out in the Act. Adherence to these codes 

or the eventual harmonised standards grants providers a presumption of conformity, streamlining the 

compliance process. This reliance on both established and evolving standards underscores the AI 

Office's adaptive strategy in supervising AI technologies, ensuring that innovation progresses within a 

framework of safety and accountability.  

Challenges and Opportunities in Supervision 
The AI Office, as established under the EU AI Act, navigates a complex landscape in supervising general-

purpose AI models. One significant challenge it faces is the dynamic nature of AI technologies. The rapid 

pace of innovation in AI necessitates a flexible regulatory approach that can adapt to technological 

advancements while ensuring safety and compliance. Balancing innovation with regulation is another 

hurdle, as overly stringent rules may stifle technological progress, whereas lenient policies could lead 

to inadequate oversight. 

Despite these challenges, the supervisory role of the AI Office presents numerous opportunities. 

Effective supervision can enhance trust in AI technologies among users and stakeholders by ensuring 

that AI systems are developed and deployed in a manner that is safe, transparent, and accountable. 

Moreover, by setting clear standards and guidelines, the AI Office can foster a safer digital environment, 

encouraging the responsible use of AI technologies.  
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This, in turn, can promote innovation within a secure and ethical framework, contributing positively to 

society and the economy. The AI Office's efforts to balance these challenges and opportunities are 

crucial in shaping the future of AI development and deployment across the EU.  

The Role of Providers in Ensuring Compliance 
Providers of general-purpose AI models play a pivotal role in ensuring compliance with the EU AI Act, a 

responsibility that extends beyond mere adherence to regulatory mandates. A critical aspect of this 

compliance framework is the requirement for providers based outside the EU to appoint an authorized 

representative within the Union. This representative acts on behalf of the provider, ensuring that the 

technical documentation meets the EU standards and is readily available to the AI Office and national 

competent authorities upon request. 

Moreover, maintaining up-to-date technical documentation is not just a regulatory formality; it is a 

cornerstone of transparency and accountability in AI development. This documentation must detail the 

AI model's training, testing processes, and evaluation results, providing a comprehensive overview that 

supports the AI Office and national authorities in their supervisory roles. 

Providers of general-purpose AI models are also required to draw up, keep up-to-date and make 

available information and documentation to providers of AI systems who intend to integrate the 

general-purpose AI model into their AI systems. This is supposed to ensure compliance within the AI 

value chain. 

Cooperation with the AI Office and national competent authorities is another fundamental obligation. 

Providers are expected to engage proactively, facilitating the exercise of competences and powers by 

these bodies. This includes adhering to codes of practice or demonstrating compliance through 

alternative means until harmonized standards are published. Such proactive engagement underscores 

the importance of collaboration in fostering a safe and innovative AI ecosystem within the EU. 

Conclusion  
The AI Office stands as a cornerstone in the EU's ambitious framework to regulate artificial intelligence, 

particularly through its vigilant oversight of general-purpose AI models. Tasked with a comprehensive 

supervisory role under the EU AI Act, the Office ensures that these models adhere to the highest 

standards of safety, transparency, and accountability.  

By meticulously reviewing technical documentation, evaluating model protocols, and overseeing 

incident reporting, the AI Office plays a pivotal role in maintaining the integrity of AI systems across the 

EU. This rigorous compliance monitoring is not just about adherence to regulations; it's about fostering 

an environment where innovation in AI can flourish responsibly and ethically. The AI Office's efforts to 

balance the dynamic nature of AI technologies with the EU's stringent regulatory standards exemplify a 

commitment to protecting citizens and promoting a trustworthy digital future.  

Through its work, the AI Office is instrumental in achieving the EU AI Act's goals, ensuring that AI 

development and deployment across the Union are conducted within a framework that prioritizes 

human welfare and societal well-being. 
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Glossary 
Act or EU AI Act: European Union Artificial Intelligence Act 

AI: Artificial Intelligence  

Board: European Union Artificial Intelligence Board 

EU: European Union  

SME: Small and Medium-Sized Enterprise 

How can we help? 
 

 

 

 

 

 

AI & Partners – ‘AI That You Can Trust’ 

Your trusted advisor for EU AI Act Compliance. Unlock the full potential of artificial intelligence while 

ensuring compliance with the EU AI Act by partnering with AI & Partners, a leading professional services 

firm. We specialize in providing comprehensive and tailored solutions for companies subject to the EU 

AI Act, guiding them through the intricacies of regulatory requirements and enabling responsible and 

accountable AI practices. At AI & Partners, we understand the challenges and opportunities that the EU 

AI Act presents for organizations leveraging AI technologies. Our team of seasoned experts combines 

in-depth knowledge of AI systems, regulatory frameworks, and industry specific requirements to deliver 

strategic guidance and practical solutions that align with your business objectives. 

To find out how we can help you, email contact@ai-and-partners.com or visit https://www.ai-and-

partners.com.  
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