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Introduction  
The European Union's AI Act represents a pioneering step towards regulating artificial intelligence, with 

a particular focus on high-risk AI systems. Central to this regulatory framework is the concept of post-

market monitoring, a process designed to ensure that AI systems continue to operate safely and in 

compliance with established standards throughout their lifecycle. This involves the systematic 

collection, documentation, and analysis of performance data, enabling providers to assess and maintain 

the integrity of AI systems post-deployment. 

https://www.linkedin.com/in/patricia-shaw-655a384/


 

2 
 

    © 2024 AI & Partners B.V.. All Rights Reserved 

    Harmonizing Oversight: Integrating AI Post-Market Monitoring with EU Legislation 

 

A noteworthy aspect of the EU AI Act is its emphasis on integrating AI post-market monitoring with 

existing EU harmonization legislation. This approach aims to streamline regulatory processes, avoiding 

duplication and minimizing the burden on providers. For high-risk AI systems already covered by Union 

harmonization legislation, the Act offers providers the option to integrate the necessary elements of AI 

post-market monitoring into existing systems and plans. This ensures consistency and leverages existing 

regulatory frameworks to maintain a high level of protection. 

This integration underscores the EU's commitment to a cohesive and efficient regulatory environment, 

ensuring that the rapid advancements in AI technology are matched by equally dynamic and effective 

oversight mechanisms. 

The EU AI Act and Post-Market Monitoring  
Under the EU AI Act, post-market monitoring emerges as a pivotal mechanism designed to uphold the 

safety and compliance of high-risk AI systems throughout their operational lifespan. This legislative 

framework mandates providers to establish and meticulously document a post-market monitoring 

system. This system is required to be proportionate to the nature of the AI technologies in use and the 

risks associated with the high-risk AI system. The essence of post-market monitoring lies in its active 

and systematic approach to collecting, documenting, and analysing relevant data. Such data, which may 

be provided by deployers or sourced from other channels, is instrumental in evaluating the ongoing 

compliance of AI systems with the stringent requirements set out in the Act. 

The objectives of post-market monitoring are multifaceted, aiming not only to ensure continuous 

compliance with regulatory standards but also to safeguard the integrity of AI systems. By including an 

analysis of interactions with other AI systems where relevant, the monitoring process is comprehensive, 

addressing the dynamic and evolving nature of AI technologies.  

This ensures that high-risk AI systems remain safe and effective for users, aligning with the EU's 

commitment to fostering innovation while protecting public interests. Through systematic data 

collection, documentation, and analysis, post-market monitoring serves as a cornerstone for 

maintaining the reliability and trustworthiness of AI applications in the EU. 

Existing EU Harmonisation Legislation 
The European Union's approach to regulating high-risk AI systems is deeply intertwined with its existing 

harmonization legislation, which has long served as the backbone for ensuring product safety and 

compliance within the EU market. This body of legislation encompasses a wide range of sectors, 

including machinery, medical devices, and consumer products, each with its own set of standards and 

requirements designed to protect consumers and uphold the integrity of the internal market. 

Historically, EU harmonization legislation has established a comprehensive framework for the 

assessment and certification of products, ensuring they meet high safety and performance standards 

before being introduced to the market. For instance, regulations such as the Machinery Directive and 

the Medical Devices Regulation have set forth essential health and safety requirements, while also 

facilitating the free movement of compliant products across EU member states. 
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The integration of AI post-market monitoring within this existing legislative framework represents a 

strategic extension of these principles to the domain of artificial intelligence. By aligning the 

requirements for high-risk AI systems with those of traditional products, the EU AI Act aims to 

complement and enhance the existing mechanisms for ensuring product safety and compliance.  

This approach not only leverages the established efficacy of EU harmonization legislation but also 

addresses the unique challenges posed by AI technologies, ensuring a consistent and effective 

regulatory environment for all products within the EU market.  

Integration of AI Monitoring with Existing Legislation 
The EU AI Act meticulously outlines provisions for the integration of AI post-market monitoring plans 

with existing EU harmonization legislation, aiming to streamline regulatory processes for high-risk AI 

systems. This integration is pivotal, as it allows providers to incorporate essential elements of AI post-

market monitoring into existing systems and plans already established under Union harmonization 

legislation, provided these achieve an equivalent level of protection. This EU AI Act approach is designed 

to ensure consistency across regulatory requirements  

By offering providers with existing EU legislative obligations the option to integrate AI monitoring 

requirements with existing legislation it avoids a duopolistic approach to integrations and is intended to 

minimise additional burdens to post-market monitoring for high-risk AI providers. This integration 

acknowledges is the need for consistency with the complexities of the differing regulatory regimes and 

of the potential regulatory overlaps that could arise with the introduction of new AI technologies. It 

reflects a balanced approach, recognizing the need for robust oversight of AI technologies while also 

considering the operational realities and challenges faced by providers. 

This strategic alignment should avoid unnecessary duplication and reduce the regulatory burden on 

providers. Specifically, the Act allows providers of high-risk AI systems, already subject to Union 

harmonization legislation, to incorporate elements of the AI post-market monitoring plan into their 

existing systems and post-market monitoring plans. This provision is aimed at leveraging the existing 

regulatory infrastructure to achieve an equivalent level of protection without imposing additional 

requirements on providers, save to the extent that they do not already meet the AI Act requirements of 

protecting health, safety and fundamental rights. 

This strategic integration with existing EU legislative obligations underscores the EU harmonization 

efforts. By creating a seamless legislative approach, it underlines the EU's regulatory environment 

commitment to facilitate and foster innovation whilst ensuring that high-risk AI enabled technologies 

operate within a secure and regulated safety and compliance environment,  and working in partnership 

with industry and European Standards Organisations  for providers to comply with the EU's 

comprehensive safety and performance standards.  
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Challenges and Opportunities in Integration 
Integrating AI post-market monitoring with existing EU harmonization legislation presents both 

challenges and opportunities. A primary challenge lies in the technical and regulatory complexities 

inherent in aligning the dynamic and rapidly evolving nature of AI technologies with established 

legislative and deeply contextually bound frameworks, often with separate regulatory bodies or national 

competent authorities.  

The EU AI Act mandates a systematic approach to post-market monitoring, requiring the collection, 

documentation, and analysis of data to ensure AI systems' safety throughout their lifecycle. This 

presents both challenges and opportunities for providers of sophisticated high-risk AI systems with 

regards to their data management, oversight competencies, analysis capabilities and ongoing 

relationship with the deployers across the value chain.  

One of the primary challenges lies in navigating these technical and regulatory requirements for smaller 

AI providers. 

On the regulatory front, another challenge arises in aligning new AI-specific requirements with 

established frameworks whilst also ensuring it does not result in conflicting requirements.  

In any case, the post-market monitoring must be proportionate to the nature of the AI technologies 

provided and the risks of the high-risk AI system. This necessitates a detailed understanding of: 

• the AI technologies and the risks (and the reasonably foreseeable risks of misuse) to health, 

safety, and fundamental rights they pose in the context of their deployment,  

• the AI Act, and  

• the pre-existing legislative framework of the regulated area in which the AI technology is to be 

deployed,  

whilst recognising the cascading effect each of the above could have on the that particular regulated 

area set out in Annex I of the Act, such as medical devices. This approach presents opportunities to 

streamline regulatory harmonization legislation, potentially requiring processes, making significant 

adjustments to make them more efficient and less cumbersome for providers, and to facilitate greater 

transparency and explainability for deployers to improve responsible AI practices.  

By allowing the incorporation of AI post-market monitoring elements into existing systems and plans, 

the EU AI Act facilitates a more efficient use of resources and promotes a consistent approach for the 

way AI technologies can be deployed in a manner that is both responsible and socially sustainable. It 

also afford them to be a degree of nuance in the level of protection afford dependent on the context of 

deployment across diverse types of high-risk systems. Furthermore, this approach enhances the safety 

and compliance of AI systems by leveraging the established mechanisms of EU harmonization 

legislation, which have a proven track record in ensuring product safety and market integrity. 

In essence, while the integration of AI post-market monitoring with existing legislation poses certain 

challenges, it ultimately serves to fortify the regulatory landscape. This ensures that AI technologies can 

be developed and deployed in a manner that is both innovative and safe, aligning with the EU's goal of 

fostering technological advancement while protecting EU values and EU citizens. 
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Case Studies: Likely Successful Integration Examples 
In the evolving landscape of AI regulation, the integration of AI post-market monitoring with existing EU 

legislation presents a forward-thinking approach to post-market oversight. A hypothetical case study 

illustrating this successful integration involves a provider of high-risk AI systems used in medical 

diagnostics. Under the EU AI Act, this provider is required to establish a post-market monitoring system 

that is proportionate to the risks of the AI system. Traditionally, medical devices fall under stringent EU 

harmonization legislation, which mandates rigorous post-market surveillance to ensure ongoing 

compliance and patient safety. 

By integrating AI post-market monitoring requirements with the existing frameworks for medical 

devices, the provider can leverage established processes and infrastructure to monitor the AI system's 

performance. This includes utilizing existing data collection mechanisms to gather relevant information 

on the AI system's operation in real-world medical settings. The integration ensures consistency and 

minimizes duplication, allowing the provider to focus on enhancing the AI system's safety and 

effectiveness without the burden of managing separate compliance systems. 

This case study exemplifies how aligning AI post-market monitoring with existing legislation can 

streamline regulatory processes, ensuring high-risk AI systems continue to meet the EU's safety and 

compliance standards efficiently. Such integration not only simplifies compliance for providers but also 

reinforces the EU's commitment to safeguarding public interests in the age of AI. 

Conclusion  
The integration of AI post-market monitoring with existing EU harmonization legislation is a strategic 

move towards ensuring the safety, effectiveness, and compliance of high-risk AI systems within the 

European Union. This approach leverages the established frameworks of EU harmonization legislation, 

which have historically safeguarded product safety and compliance, and extends these principles to the 

dynamic and evolving domain of artificial intelligence. By allowing providers to integrate AI post-market 

monitoring plans with existing systems and plans already established under Union harmonization 

legislation, the EU AI Act aims to streamline regulatory processes, reduce administrative burdens, and 

ensure a consistent level of protection across all high-risk systems. 

This harmonization of oversight mechanisms underscores the EU's commitment to fostering innovation 

while protecting public interests. It ensures that as AI technologies continue to advance, they do so 

within a regulatory environment that prioritizes the well-being and rights of EU citizens. Ultimately, this 

integration supports the overarching goal of the EU AI Act to maintain high standards of health and 

safety, effectiveness, and compliance for high-risk AI systems, and introduces additional measures for 

the protection of fundamental rights, thereby reinforcing trust in AI technologies and the recognised  

scope of their potential. 
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Glossary 
Act or EU AI Act: European Union Artificial Intelligence Act 

AI: Artificial Intelligence  

Board: European Union Artificial Intelligence Board 

EU: European Union  

SME: Small and Medium-Sized Enterprise 

How can we help? 
 

 

 

 

 

 

AI & Partners – ‘AI That You Can Trust’ 

Your trusted advisor for EU AI Act Compliance. Unlock the full potential of artificial intelligence while 

ensuring compliance with the EU AI Act by partnering with AI & Partners, a leading professional services 

firm. We specialize in providing comprehensive and tailored solutions for companies subject to the EU 

AI Act, guiding them through the intricacies of regulatory requirements and enabling responsible and 

accountable AI practices. At AI & Partners, we understand the challenges and opportunities that the EU 

AI Act presents for organizations leveraging AI technologies. Our team of seasoned experts combines 

in-depth knowledge of AI systems, regulatory frameworks, and industry specific requirements to deliver 

strategic guidance and practical solutions that align with your business objectives. 

To find out how we can help you, email contact@ai-and-partners.com or visit https://www.ai-and-

partners.com.  
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