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Introduction  
In the evolving landscape of artificial intelligence (AI), the European Union's AI Act sets a global 

benchmark, particularly with its rigorous approach to post-market monitoring for high-risk AI systems. 

This legislative framework mandates that providers establish and document a comprehensive post-

market monitoring system, tailored to the nature of the AI technologies and the risks they may pose.  
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Such systems are designed to actively and systematically collect, document, and analyse data on the 

performance of high-risk AI systems throughout their lifecycle. This continuous oversight is pivotal, 

ensuring these systems not only adhere to the initial compliance requirements but also maintain their 

safety, effectiveness, and reliability over time. 

The necessity for ongoing monitoring stems from the dynamic nature of AI systems, which may evolve 

post-deployment due to learning algorithms or changes in the operational environment. By evaluating 

the continuous compliance of AI systems with the Act's requirements, including their interaction with 

other AI systems and the broader ecosystem, the EU AI Act aims to mitigate emerging risks and 

safeguard public interests. This proactive approach underscores the importance of vigilance in the post-

market phase, ensuring that high-risk AI systems remain aligned with societal values and regulatory 

standards. 

Understanding Post-Market Monitoring  
Post-market monitoring, as delineated in the EU AI Act, is a systematic process established by providers 

to ensure the ongoing safety, compliance, and effectiveness of high-risk AI systems throughout their 

lifecycle 1. This involves the active and systematic collection, documentation, and analysis of relevant 

data concerning the performance of these AI systems. Such data may originate from deployers or other 

sources, enabling providers to assess continuous compliance with the Act's requirements, particularly 

those outlined in Chapter III, Section 2. Importantly, this process includes examining how these systems 

interact with other AI technologies, ensuring a comprehensive oversight mechanism that does not 

extend to sensitive operational data of law-enforcement authorities. 

The primary objective of post-market monitoring is to identify and mitigate any risks that may emerge 

during the operational phase of high-risk AI systems. This proactive approach is crucial for-market 

monitoring, as mandated adapting to the dynamic nature of by the EU AI technologies, which may AI 

Act, is a systematic evolve due to process learning algorithms established by providers to or changes in 

ensure the ongoing their operating environment. By safety, compliance, and effectiveness ensuring that 

these of high-risk systems remain within the regulatory framework set forth by AI systems throughout 

their lifecycle the EU AI. This involves the Act, post active and systematic-market monitoring collection, 

documentation, and analysis plays a pivotal of relevant data role in safeguarding public on the 

performance safety and fundamental rights, thereby of these AI maintaining the systems. Such integrity 

and reliability data may come of AI applications from deployers or in critical sectors other sources, 

enabling providers to assess whether their AI systems continue to meet the stringent requirements set 

out in the Act. 

The primary objective of post-market monitoring is to safeguard public interests by ensuring that high-

risk AI systems do not pose unforeseen risks after they are deployed. This includes evaluating their 

interaction with other AI systems and the environment in which they operate, thereby addressing any 

emergent risks efficiently. For example, a video analytics camera fails to detect stop signs during heavy 

rain because it was not tested under such conditions, leading to potential traffic violations and accidents 

due to model drift. Post-market monitoring ensures these types of high-risk AI systems remain effective 

in detecting stop signs during heavy rain, safeguarding public safety by addressing unforeseen risks  
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The role of post-market monitoring extends beyond mere compliance; it is about proactively identifying 

and mitigating risks that could compromise the safety, effectiveness, and reliability of AI systems. By 

doing so, it plays a crucial role in maintaining the integrity of high-risk AI applications, ensuring they 

continue to serve their intended purpose without causing harm to users or the public. 

This process underscores the EU's commitment to a dynamic regulatory approach, one that adapts to 

the evolving nature of AI technologies and the complex ecosystems in which they operate. Through 

diligent post-market monitoring, providers can ensure their high-risk AI systems remain at the forefront 

of innovation while adhering to the highest standards of safety and compliance.` 

The Post-Market Monitoring Plan: A Requirement for High-Risk AI 

Systems 
Under the EU AI Act, the establishment of a post-market monitoring plan is a critical requirement for 

providers of high-risk AI systems. This mandate ensures that these systems are continuously observed 

and assessed for safety, effectiveness, and compliance with regulatory standards throughout their 

operational life. 

The Act specifies that providers must design and document a post-market monitoring system that is 

proportionate to the nature of the AI technologies and the risks posed by the high-risk AI system. This 

system is tasked with the active and systematic collection, documentation, and analysis of relevant data, 

which may come from deployers or other sources. Such data aids providers in evaluating the ongoing 

compliance of AI systems with the Act's requirements, including an analysis of interactions with other 

AI systems where relevant. 

The post-market monitoring plan is integral to the technical documentation of high-risk AI systems, as 

outlined in Annex IV of the Act. This documentation serves as a blueprint for maintaining continuous 

compliance and adapting to emerging risks or operational challenges. The EU Commission is also tasked 

with adopting an implementing act that will provide a template for the post-market monitoring plan, 

ensuring uniformity and clarity in how these plans are structured and executed. 

Key Components of an Effective Post-Market Monitoring Plan  
An effective post-market monitoring plan, as mandated by the EU AI Act, is a cornerstone for ensuring 

the ongoing integrity of high-risk AI systems. This plan must be comprehensive, covering several key 

components to ensure the AI system's safety, compliance, and performance over its operational life 

span.  

Firstly,, as mandated the plan should by the EU detail the methods for AI Act active and, is a cornerstone 

for ensuring the systematic data ongoing integrity collection. This of high-risk AI systems. involves 

gathering relevant data from deployers or other sources, This plan must be proportionate to the nature 

insights of the AI into the AI system's technologies and real-world performance and interactions the 

risks they pose, with other AI systems 1. Such data collection is crucial actively and systematically 

collecting, documenting, and analysing relevant data throughout the AI system's lifecycle. The key 

components of such a plan include: 
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1. Systematic Data Collection 
Gathering data for identifying any deviations from expected performance or compliance standards. 

Secondly, documentation processes that may be must be outlined provided by deploy clearly. Data 

collected through other sources, ensures that all ensuring a comprehensive collected data and 

understanding of subsequent analyses are recorded in the AI system a structured manner, facilitating 

easy review and audit trails. This documentation forms part of the technical documentation required by 

its performance in real-world conditions. 

2. EU AI Act Documentation 
Maintaining detailed records of collected data, analyses, and any corrective actions taken., underscoring 

its importance This documentation forms part of in maintaining a the technical documentation 

transparent and for high-risk AI systems, accountable monitoring facilitating transparency and 

accountability process. 

3. Analysis 
Evaluating the plan must continuous compliance specify the analytical methods of AI systems with the 

requirements set out in to be used the EU AI in evaluating the collected data Act, including an analysis 

of. This analysis the interaction is vital for assessing the continuous with other AI compliance of the 

systems where relevant. This analysis is AI system with crucial for identifying the Act's and mitigating 

any emergent requirements, enabling providers to identify risks or non-compliance issues promptly. 

Implementing the Post-Market Monitoring Plan 
To effectively implement post-market monitoring plans for high-risk AI systems, providers must adopt a 

proactive and systematic approach. This involves the continuous collection, documentation, and 

analysis of performance data, which is crucial for assessing compliance with the EU AI Act's stringent 

requirements. Providers should establish clear protocols for data collection, ensuring they capture 

relevant information that reflects the real-world performance of AI systems. This includes setting up 

mechanisms to receive feedback from deployers and users, which can provide invaluable insights into 

the system's operation and impact. 

Moreover, the role of market surveillance authorities is pivotal in supervising real-world testing and 

ensuring that AI systems comply with their post-market monitoring plans. These authorities are 

empowered to verify that testing in real-world conditions adheres to regulatory standards, including 

conducting inspections and audits. In cases where testing is part of an AI regulatory sandbox, market 

surveillance authorities also verify compliance with specific sandbox conditions.  

Should any serious incidents or non-compliance issues arise, they have the authority to suspend or 

terminate testing, or require modifications to the testing conditions. This collaborative oversight 

ensures that AI systems remain safe and effective throughout their lifecycle, aligning with the 

overarching goal of protecting public interests and maintaining trust in AI technologies. 
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Challenges and Solutions in Post-Market Monitoring 
In the realm of post-market monitoring for high-risk AI systems, providers face several challenges that 

can impede the effectiveness of these crucial activities.  

One significant challenge is the dynamic nature of AI technologies, which can evolve and adapt over 

time, potentially leading to unforeseen risks or compliance issues. Additionally, the complexity of 

collecting and analysing vast amounts of data from diverse sources to assess AI system performance 

poses another hurdle. 

Practical solutions to these challenges include the development of advanced analytical tools and 

methodologies for real-time data monitoring and analysis. Providers can also establish robust feedback 

mechanisms to gather insights from deployers and users, enhancing the detection and mitigation of 

risks.  Another key challenge is lack of consensus over acceptable metrics and thresholds (i.e. accuracy 

rates) because it’s always context dependant. There won't be one size fits all solution and AI failures are 

often the results of edge cases that are hard to plan for.  

Furthermore, fostering a culture of transparency and open communication between AI system 

providers, deployers, and market surveillance authorities is paramount. Such collaboration can facilitate 

the sharing of best practices, streamline the reporting of serious incidents, and ensure a coordinated 

response to compliance issues. 

The cooperation between these stakeholders is not just beneficial but essential for overcoming the 

challenges of post-market monitoring. It ensures that high-risk AI systems continue to operate safely 

and effectively, aligning with the overarching goal of protecting public interests and maintaining trust in 

AI technologies. 

Conclusion  
The EU AI Act establishes a comprehensive framework for the regulation of high-risk AI systems, with 

post-market monitoring playing a pivotal role in this structure. Providers are mandated to establish and 

document a post-market monitoring system that is proportionate to the nature of the AI technologies 

and the risks posed by the high-risk AI system. As a type of guardrail, a post-market monitoring system 

represents a crucial mechanism for actively and systematically collecting, documenting, and analysing 

relevant data on the performance of high-risk AI systems throughout the following lifetime stages: 

design, data, and models; verification & validation; deployment; and operation & monitoring.  

The significance of adhering to the EU AI Act's post-market monitoring requirements cannot be 

overstated. It is not only a regulatory obligation but also a fundamental component of ensuring the 

ongoing safety and reliability of high-risk AI systems. In this sense, it helps the support the EU AI Act’s 

core objectives of maintaining market integrity, safeguarding fundamental rights, and ensuring the 

trustworthiness of AI technologies. 
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Glossary 
Act or EU AI Act: European Union Artificial Intelligence Act 

AI: Artificial Intelligence  

Board: European Union Artificial Intelligence Board 

EU: European Union  

SME: Small and Medium-Sized Enterprise 

How can we help? 
 

 

 

 

 

 

AI & Partners – ‘AI That You Can Trust’ 

Your trusted advisor for EU AI Act Compliance. Unlock the full potential of artificial intelligence while 

ensuring compliance with the EU AI Act by partnering with AI & Partners, a leading professional services 

firm. We specialize in providing comprehensive and tailored solutions for companies subject to the EU 

AI Act, guiding them through the intricacies of regulatory requirements and enabling responsible and 

accountable AI practices. At AI & Partners, we understand the challenges and opportunities that the EU 

AI Act presents for organizations leveraging AI technologies. Our team of seasoned experts combines 

in-depth knowledge of AI systems, regulatory frameworks, and industry specific requirements to deliver 

strategic guidance and practical solutions that align with your business objectives. 

To find out how we can help you, email contact@ai-and-partners.com or visit https://www.ai-and-

partners.com.  
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